
Sample Problems

1. True or False

Note: If you find the following statements true, you should briefly prove them. If you
find them false, you should correct them.

(a) The sample average of estimated residuals from OLS is approximately zero.

(b) The following model suffers from perfect collinearity,

log(income) = β0 + β1education+ β2male+ β3female+ u,

where male = 1 for male individuals and 0 for female individuals, and female = 1
for female individuals and 0 for male individuals.

(c) In a simple regression of y on x, the more variation in x, the less accurate is the slope
estimator.

(d) Given the following probit model on the decision of buying a car,

p = F (β0 + β1income+ β2age),

where F (·) is the cumulative distribution function of standard normal distribution.
The partial effect of income on the probability of buying a car is β1.

2. Weighted Least Square Consider the savings function,

savi = β0 + β1inci + ui, ui =
√
inci · εi, (1)

where sav denotes “saving” and inc denotes “income”, and where εi is iid with Eεi = 0 and
var(εi) = σ2. We assume ε is independent of inc.

(a) Show that E(u|inc) = 0, so that the exogeneity assumption in CLR (Classical Linear
Regression) Assumptions still holds.

(b) Show that Var(u|inc) = σ2inc. Which assumption in CLR assumptions is violated?
And what consequences does it have for estimation and making inferences?

(c) Instead of running (1), we can run the following regression, which is called “weighted
least square”,

1√
inci

savi = β0
1√
inci

+ β1
1√
inci

inci + εi. (2)

Now, does homoscedasticity hold for (2)?

(d) Provide a discussion that supports the assumption that the variance of savings in-
creases with family income.
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3. Inferences Consider the following regression,

y = β0 + β1x1 + β2x2 + β1x3 + β4x4 + β5x5 + u.

Show how you would test the following hypotheses by running two regressions and comput-
ing an F-statistic. Show explicitly the regressions you would run and the degrees of freedom
of each test statistic.

(a) β1 = 0.

(b) β1 = 0 and β4 = β5.

(c) β1 = 0, β3 = 0, and β4/β5 = 2.

4. The Simple Regression Consider the following simple regression,

y = β0 + β1x+ u,

which satisfies the classical linear regression assumptions.

(a) Show that β0 = Ey − β1Ex and β1 =
cov(x,y)
var(x) .

(b) Define SST (Total Sum of Squares), SSE (Explained Sum of Squares), and SSR (Resid-
ual Sum of Squares). Let the OLS estimated model be,

y = β̂0 + β̂1x+ û = ŷ + û,

where β̂0 and β̂1 are OLS estimates, û is estimated residual, and ŷ is fitted value.

(c) Prove SST = SSE + SSR.

5. Empirical Problem: The Effect of Parent Education on Income We first
estimate the following model,

log(wage) = β0 + β1edu+ β2edu
2 + β3expr + u. (3)

The EViews output is reported in Figure 1.

(a) Discuss the economic meaning of β1.

(b) From the results in Fig. 1, how much increase in wage would be expected to get if
one obtains one more year of education.

To see how parents’ education affect children’s income, we run another regression,

log(wage) = β0 + β1edu+ β2expr + β3mothedu+ β4fathedu+ u, (4)

where mothedu is the mother’s education and fathedu is the father’s education, which is
measured by the number of years of schooling. The estimated model is reported in Fig. 2,
and the covariance matrix for the estimators is given in Fig. 3.

(c) Test the statement that parents’ education does NOT have any influence on children’s
income.

(d) Test the statement that fathers’ education has the SAME influence on children’s
income as mothers’ education.
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Figure 1: Model 1.

Figure 2: Model 2.
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Figure 3: Model 2.

Figure 4: 5% Critical Values of F Distribution.
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Figure 5: Right-tail Probabilities of t Distribution
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